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Abstract:The information in the graphs is conveyed to visually 
impaired people through haptic and audio channels. This paper 
addresses the problems faced by visually impaired people in 
accessing graphical information on the Internet, particularly the 
common types of graphs. The model will take the input from the 
web pages automatically and will generate the output by 
integrating synthesized speech  with non-speech sounds to help 
blind people comprehend the  graphs. 
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I.INTRODUCTION 
 

The exponential growth of Internet and Internet-related 
services, technological conveniences and advances have 
somehow made their way into our daily lives and have now 
become a major part of us . The implication of web boom is 
felt by all people, visually impaired being no exception. The 
idea of  virtually having all the information you want at your 
finger tips is appealing for them too. 
Traditionally, blind people have been dependent on written 
information that has been translated into braille or audio 
books, which often take time to be produced. Through the 
Internet, new information is available immediately without 
delay. Assistive technology enables users to access websites. 
Two categories of assistive technology are used most by 
blind Internet users : screen readers and Refreshable braille 
displays .Screen readers are software that translates screen 
contents into synthetic speech. Refreshable braille displays 
are hardware devices containing a strip of retractable braille 
pins, allowing braille characters to be generated on the fly. 
There are many assisted technologies and multimodal 
interfaces  that include  JAWS from Freedom Scientific[27], 
Window Eyes from GW Micro[28], or LookOUT from 
Choice Technology , a basic screen reader,  called 
Narrator[14] is included in the Windows 200 or XP operating 
system to help them access the information from the web. 
Screen reader application attempts to describe to the blind 
user in speech what the graphical user interface is displaying. 
Self-voicing applications are written specifically for blind 
people that provide their output through synthesized or 
recorded speech to help them access the information from the 
internet. One of the main problem they face while accessing 
the information on the internet is access the graph 
information. Blind and visually impaired people are often 
deprived of access to information due to the use of 
visualisations such as graphs.  

Data visualizations such as line graphs, bar charts and pie 
charts, etc, are presented to users through haptic and audio 
channels. This paper attempt to address this issue . 
 

II.RELATED WORK 
Excellent research into non-visual interfaces to graphs and 
charts has been carried out in the past decade to help solve 
the  problem of data visualization by blind. The non-visual 
interfaces to graphs generally fall into four  defined 
categories: 
 
* Sonification [5-9],  
*Haptic interfaces [10,11,12], 
* Hybrid systems [13,15]  
 *NL interfaces [3,16,17] 
 
The above devices use sound (linguistic and non-linguistic), 
touch or both together to communicate graphical information 
to the user.        
The  Soundgraphs[1] system allows the presentation of line 
graphs in sound. Time is mapped to the X-axis and pitch to 
the Y-axis. The shape of the graph can be heard as a rising or 
falling note playing over time. It allows listeners to get an 
overview by listening to all of the data very quickly. 
 Haptic devices allow users to feel virtual objects. The haptic 
device called PHANToM from Sensable  Technologies [7]  
is used to instantiate virtual objects. This is a very high 
resolution, 6 degrees of freedom device, consisting of a 
motor controlled jointed arm. Users operate the device by 
placing their finger in a thimble at the tip of the device. This 
affords a very natural interaction with the objects[22]. 
Another development in this , iGraph-Lite system provides 
short verbal descriptions of the information depicted in 
graphs and a way to also interact with this 
information[3].Evaluation of iGraph-Lite system is reported 
by Ferres et al [4]. 
 

III.PROPOSED WORK 
This work is the extension of our previous work in which we 
had proposed a architecture  of web surfing model for blind 
people[23].In this paper we have implemented a part of the 
model using JAVA language. Research has shown that 
people are able to interpret line graphs that are sonified by 
representing each data point with a musical note [18-20].In 
this paper the XY graph is comprehended by blind people 
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using speech and non speech sounds. This part of the work is 
similar to work Masur et al[1]. 
A. Algorithm 
Step1.Fetch multimedia enhanced web page. 
Step 2. Scan the web page and identify the images in the web 
document.  
For each image in the web page , repeat steps 3 to 6 
Step 3: Remove the noise from the image using Hough 
Transform. 
Step 4:Identify existence of a graph image  
Step 5:Replace graph image with intelligent component 
which identifies different parts of    the graph. 
Step 6.Extract  graph curve data points and convert it to non 
speech sound using midi. 
 End For 
 
B.  Implementation 
Web page is scanned and image is given as input to program 
which identifies graph  image and identifies various graph 
parts and convert data points to non speech sound.This 
implementation is particularly for XY line graphs. 
 
Step1:Noise removal 
Finer aspects of colours and shades do not contribute heavily 
towards identifying semantic type of the figure while at the 
same time reduce the computation and memory 
requirements. Therefore, for extracting the image segment 
features, each image is converted to gray scale. 
 
Step2:Identification of axes  
2D graph is the variation of a variable with respect to another 
variable and the presence of coordinate axis is certainly a 
distinguishing feature of such plots.Hough transform is 
applied on the binarized image to obtain the positional 
information of the axes. 
The Hough transform is a feature extraction technique used 
in image analysis, computer vision, and digital image 
processing. The purpose of the technique is to find imperfect 
instances of objects within a certain class of shapes by a 
voting procedure. This voting procedure is carried out in 
a parameter space, from which object candidates are obtained 
as local maxima in a so-called accumulator space that is 
explicitly constructed by the algorithm for computing the 
Hough transform.The basic idea is the detection of straight 
lines in an image.  [24,25]. 
 
Step3:Graph Curve data point detection 
Graph curve data point detection is done by connected 
component labeling using 4-connectivity and 8-Connectivity 
in a component in a graph. Starting from the origin ,all data 
points can be detected and entire graph data point of the 
curve can be obtained.  
Connected component labeling is an algorithmic application 
of graph theory, where subsets of connected components are 
uniquely labeled based on a given heuristic. 

4-Connected pixels are neighbors to every pixel that touches 
one of their edges. These pixels are connected horizontally 
and vertically. 8-connected pixels are neighbors to every 
pixel that touches one of their edges or corners. These pixels 
are connected horizontally, vertically, and diagonally[26]. 
  

 
Figure1: System flow chart 

 
IV. CONCLUSION 

The proposed  model  convert only 2D  XY graph into non 
speech sounds.This is the main limitation of the 
model.However, we plan to enhance it for other type of 
graphs and 3D images in future. 
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